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ABSTRACT 

     The rise of long range interpersonal communication destinations (SNSs, for example, Face book 

and Twitter, has made the correspondence among people more various and advantageous. Other than 

utilizing those social stages for relationship upkeep, many individuals likewise see SNSs as important 

data sources and participate in what has been alluded to as social question and replying (social Q&A) 

Contrasted and the common web index administrations, for example, Google and Bing, social Q&A 

gives individuals a more straightforward and simpler approach to express their data needs, as people 

can openly communicate their demand for help in normal dialects to all companions or adherents on 

the web, and to get more customized and dependable responses. Using basic components extricated 

from the question message, this technique can consequently recognize the subjectivity introduction of 

an examiner's goal. Via consequently recognizing subjective inquiries from the goal ones, one could 

at last form address steering frameworks that can guide a question to its potential answerers as per its 

fundamental plan. For example, given a subjective question, we could course it to some person who 

knows the examiner well to give more customized reactions. Be that as it may, for a goal address, we 

could find specialists inside a specific space or could consequently answer another question utilizing 

the chronicled question–answer sets. 

Keywords: Social Networks, , Web index, Component Extraction, Subjectivity, Potential answers. 

1. RELATED WORKS 

     Li  revealed that there were about 11% of general tweets containing questions and 6% of tweets 

having information needs[1]. Going one step further, Efronand Winget analyzed 100 question tweets 

on Twitter and proposed a taxonomy of questions asked on micro blogging platforms. Morris et al.  

manually labelled a set of questions posted on social networking platforms and identified eight 

question types in social Q&A, including recommendation, opinion, factual knowledge rhetorical, 

invitation, favour, social connection, and offer [1]. Social networking services provide a source of 

information that is complementary to that provided by search engines, the former provides 

information that is highly tailored to an individual and comes from a highly trusted source, while the 

latter provides objective data from a variety of sources on a variety of topics [2]. To better understand 

social network Q&A exchanges we conducted a survey of 624 people using social networking 

services like Face book and Twitter. Our survey covered topics such as the prevalence of asking and 

answering questions via status-message updates, the types and topics of the questions asked, the speed 

and quality of the answers received, and the motivations people have for asking and answering 

questions on social networks. Our analysis also explores the influence of properties of the question 
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and demographics of the asker on response speed and quality [2]. There are only a few papers that 

touch on the problem of automatic question classification based on machine learning techniques. Li et 

al. proposed a cascade approach, which first detected interrogative tweets and then questions 

revealing real information needs (referred to as Tweets in their paper). They relied on both rule-based  

and learning-based approaches for interrogative tweets detection and some Twitter-specific features, 

such as re tweet, mentioned to extract tweets [3]. As a result of their analysis, they claimed that 

conversational questions typically have much lower potential archival value than the informational 

ones. Kim et al. classified questions from Yahoo! Answers into four categories: information, 

suggestion, opinion, and other. They pointed out that the criteria of selecting best answer differed 

across categories. Pal et al. introduced the concept of question temporality based on when the answers 

provided on the questions would expire. They labelled questions into five categories, with permanent, 

long, medium, short, and other temporal durations [4]. . Questions that convey information needs are 

extracted from a collection of billions of micro blogs (i.e., tweets). This is achieved by an automatic 

text classier that distinguishes real questions (i.e., tweets conveying real information needs) from 

tweets with question marks. With this dataset, we are able to present a comprehensive description of 

the information needs with both the perspectives of content analysis and trend analysis [5]. 

 

2. THE MODEL 

 
The question classification system  is an important part of most of the data mining techniques. The 

proposed method uses multi-label decision tree classification algorithm and Naïve Bayes 

classification algorithm for classifying questions in SNSs. These algorithms are more efficient than 

binary classification algorithms with respect to noise reduction. The proposed method uses Twitter 

API to retrieve tweets containing questions.  Initially, the retrieved tweets are saved into a csv file. 

Preprocessing stage removes the tweets does not containing questions, Re-tweets, noises, etc. After 

preprocessing extract important features using feature extraction methods such as count Vector and 

Tf-Idf Transformer. Select top features from extracted features using Chi square feature selection 

methods. The selected features and labels are given to the Multi-label decision tree classifier for 

identifying different types of questions. The detailed description of the proposed method is described 

in the following sections. 

 

3. THE ARCHITECTURE 

       In proposed design a few tweets are gathered in light of hash tags#engineeringProblem, 
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#nerdstatus, and tweets . These assistance in depicting the procedure to find the pertinent inquiries (a 

Twitter hash tag is a word starting with a # sign, used to accentuate or tag a point). In the beneath 

figure the width of dark bolt speaks to information volume more extensive shows more information 

volume. Light dark bolts speak to information examination, calculation, and result stream. The stream 

can be compressed in the accompanying strides: 

 Data is collected from social media content. 

 A detailed pre-processing is done. 

 Extract best features from training data set. 

 Select best features from Extracted features. 

 Questions are categorized and a multi-label classifier is proposed which can be implemented by 

decision tree classification algorithm and Naïve Byes algorithm. 

 The result could help users identify the subjectivity of questions. 

4. IMPLEMENTATION 

Naive Bayes Multi label Classifier 

Transformation of the multi-label classification problem into multiple single-label 

classification problems is one of the popular ways to implement the multi-label classifier. One-versus-

all or Binary Relevance is one of the transformation methods which consists of assuming the 

independence among categories, and train a binary classifier for each category. All kinds of binary 

classifier can be transformed to multi-label classifier using the one- versus-all heuristic. The following 

are the basic procedures of the Naive Bayes multi-label classifier. 

Assume there are a total number of N words in the training document (for our situation, every 

tweet is a document) W = {w1, w2, ...,wN } , and a total number of L categories C = {c1, c2, ..., cL}. 

If a word wn appears in a category c for mwnc times, and appear in categories other than c for mwnct 

times, then based on the Maximum Likelihood Estimation, the probability of this word in a specific 

category c is. 

p(𝑤𝑛, c) =𝑚𝑤𝑛
𝑐/∑ 𝑚𝑤𝑛

𝑐𝑁
𝑛=1  

Similarly, the probability of this word in categories other than c is 

P(𝑤𝑛/𝑐𝑡) =
𝑚

𝑤𝑛𝑐𝑡

∑ 𝑚𝑤𝑛𝑐𝑡𝑁
𝑛=1

 

Assume there are a total number of M documents in the training data set, and C of them are in 

category c. At that point the probability of category c is 

                         P(c)=
𝐶

𝑚𝑡 

and the probability of other than categories c is 

            p(c)= 
𝑀−𝐶

𝑚𝑡  

For a document di  in the testing data set, there are K words Wdi ={wi1, wi2, ..., wiK}, and 

Wdi is a subset of W. The objective is to classify this doc- ument into category c or not c. We assume 

independence among each word in this document, and any word wik conditioned on c or c’ follows 

multinomial distribution. Therefore, according to Bayes Theorem, the probability that di  belongs to 

category c is  
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  P(c/𝑑𝑖) =
𝑃(

𝑑𝑖
𝑐

).𝑃(𝑐)

𝑃(𝑑𝑖)
𝛼 ∏ 𝑝(𝑤𝑖𝑘

𝑘
𝑘=1 /𝑐) . 𝑝(𝑐) 

and the probability that di belongs to categories other than c is 

   P(𝑐𝑡/𝑑𝑖) =
𝑝(𝑑𝑖/𝑐𝑡)

𝑃(𝑑𝑖)
  α ∏ 𝑝(𝑤𝑖𝑘/𝑐𝑡𝑘

𝑘=1 ) . 𝑝(𝑐) 

 

Because p(c/𝑑𝑖) + p(𝑐𝑡/𝑑𝑖) = 1, normalize the latter two items which are propor- tionalto p(c/𝑑𝑖) and 

p(𝑐𝑡/𝑑𝑖) to get the real values of p(c/𝑑𝑖). If p(c/𝑑𝑖) is larger than the probability threshold T, then di 

belongs to category c, otherwise, di does belong to category c. Then repeat this procedure for each 

category. 

 

5. CLASSIFICATION RESULTS 

        For multi-label classification there are usually two types of evaluation measures example-based 

measures and label-based measures. Example- based measures are calculated on each document (e.g. 

each tweet is a document, and also called an example here) and then averaged over all documents in 

the dataset, whereas label-based measures are calculated based on each label (category) and then 

averaged over all labels (categories). In each of the one-versus-Rest binary classification step the 

performance measures are, 

Accuracy: Accuracy is simply the ratio of correctly predicted observations. 

 Accuracy a=
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑡𝑛+𝑓𝑝+𝑓𝑛
 

Precision: Precision is the ratio of correct positive observations. 

  Precision p=
𝑡𝑝

𝑡𝑝+𝑓𝑝
 

Recall: Recall is also known as sensitivity or true positive rate. Its the ratio of correctly predicted 

positive events. 

  Recall r=
𝑡𝑝

𝑡𝑝+𝑓𝑛
 

F1-Score: The F1 Score is the weighted average of Precision and Recall. Therefore, this score takes 

both false positives and false negatives into ac- count. Intuitively it is not as easy to understand as 

accuracy, but F1 is usually more useful than accuracy, especially if have an uneven class distribution. 

It works best if false positives and false negatives have similar cost. If the cost of false positives and 

false negatives are very different, it’s better to look at both Precision and Recall.   

  F1 Score=
2𝑡𝑝

2𝑡𝑝+𝑓𝑝+𝑓𝑛
 

Where, TP is True positive, FP is False positive, TN is True Negative, FN is False Negative. 

True positive rate measures the proportion of posi- tives that are correctly identified as positive. False 

positive rate measures the proportion of positives that are incorrectly identified as positive. True 

negative rate measures the proportion of negatives that are correctly iden- tified as negative. False 

negative rate measures the proportion of negatives that are incorrectly identified as negative. 

 

 

 

   CATEGORIES ACCURACY PRECISION RECALL F1-SCORE 

DECISION TREE 43.56 0.52 0.43 0.43 

NAÏVE BAYES 44.23 0.67 0.42 0.42 
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6. RESULTS 

       Transformation of the multi-label classification problem into multiple single label classification 

problems is one of the best way to implement the multi-label classifier. One-versus-all or Binary 

Relevance is one of the transformation methods which consists of assuming the independence among 

categories, and train a binary classifier for each category. All kinds of binary classifier can be 

transformed to multi-label classifier using the one- versus-all heuristic. The following are the basic 

procedures of the Decision tree multi-label classifier. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

           

 

 

 

 

 

 

 

 

 

CONCLUSION 

      There are numerous constraints for the manual subjective investigation and substantial scale 

computational examination of client created printed content. Machine learning based classifiers help 

the analysts in learning analytics. This prescient model on question subjectivity empowers 
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programmed identification of subjective and target data looking for inquiries posted on Twitter and 

can be utilized to encourage future reviews on vast scales. This investigation comes about enable the 

specialists to comprehend the particular goals behind subjective and target addresses and to construct 

relating apparatuses or frameworks to better upgrade the coordinated effort among people in 

supporting social Q&A exercises. For example, we imagine that given the study way of subjective 

inquiries and more peculiar's interests in noting them, one could build up a calculation to course those 

subjective inquiries to suitable respondents in light of their areas and past encounters. Conversely, 

considering the factorial nature and brief term of target inquiries, they could be steered to either web 

search tools or people with comparable ability or accessibility. 
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